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Abstract—Network Function Virtualization (NFV) is a promis-
ing technology that decouples network functions from the phys-
ical device on which they deployed. Network service in NFV
is deployed as Service Function Chain (SFC) that consists
of an ordered set of Virtual Network Functions (VNFs). In
this paper, we focus on the VNF placement problem in data
center networks considering availability guarantee and resource
optimization. Firstly, we define an availability model that takes
both physical device failures and VNF failures into consideration
when evaluating the availability of SFC. Secondly, we propose a
novel Joint Path-VNF (JPV) backup model that combines path
backup and VNF backup in a joint way. In the JPV backup
model, resource consumption can be effectively reduced. Finally,
we design an Affinity-Based Algorithm (ABA) to reduce physical
link consumption when map VNFs. The evaluation results show
that ABA and JPV can achieve better availability improvement
(99.99%) with less resource (reduce 40% PL consumption).

Index Terms—Network Function Virtualization, Service Func-
tion Chain, Availability, Backup, Resource Allocation

I. INTRODUCTION

Network Function Virtualization (NFV) [1] is a promising
technology that decouples network functions from the hard-
ware. In this architecture, network functions or middleboxes
traditionally attached on dedicated hardware are now real-
ized in software that can run on any Commercial Off The
Shelf (COTS) servers. Due to the convenient and flexible
management of Virtual Network Functions (VNFs), NFV
significantly reduces the Capital Expenditure (CAPEX) and
Operating Expense (OPEX) and plays an important role in
communication networks, such as mobile networks, enterprise
networks, and data center networks.

As for the network service in NFV, it includes an ordered
set of VNFs, generally referred to as an SFC (Service Function
Chain) [2]. The SFC needs to be placed in the cloud data center
and run on the physical device. Availability requirements
are important issues that need to be carefully considered.
Compared with the traditional IT applications that require two
9s to three 9s (i.e., 99% and 99.9%) [3], the telecom network
services often require five 9s or even six 9s. However, the
failures of both physical device and VNF bring new challenges
in providing SFC with availability guarantee. The availability
of SFC can be guaranteed through the redundancy technology
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[4]. In this paper, we use the active/standby redundancy model
[5], [6], in which a standby entity can be used if a VNF
fails. However, resource consumption increases as redundancy
increases. It is necessary to reduce resource consumption when
providing backup for VNFs. Therefore, VNF placement be-
comes an important but difficult problem, which has received
increasing attention from both academia [7], [8] and industry
[9], [10].

There are different kinds of backup models and placement
algorithms in the existing work to improve the availability of
SFC and map VNFs. However, there are still some problems
remaining to be solved:

• The failures of physical device, such as PMs (Physical
Machines) and switches, are often ignored. The failures of
VNF may affect the availability of SFC. And the failures
of physical device may also result in the unavailability of
several VNFs in one SFC. Therefore, we have to consider
the failures of both physical device and VNF [11].

• Traditionally, path backup and VNF backup are often
considered separately. Providing only backup paths or
providing only backup VNFs cannot meet the availability
requirements of SFC. When the one achieves the highest
performance, the other will become a bottleneck for
availability improvement.

• Most of the existing work pays more attention to im-
proving the availability level of SFC. However, as the
backup model increases the availability of SFC, resource
consumption also increases. Besides, the VNF placement
problem aims at optimizing resource consumption, be-
comes a critical research issue.

Given these facts, we focus on the VNF placement problem
in data center networks considering availability guarantee and
resource optimization. We take the failures of both physical
device and VNF into account when evaluating the availability
of SFC. And we propose a novel Joint Path-VNF (JPV) backup
model that considers both path backup and VNF backup. It is
worth mentioning that JPV is not just a simple combination
of path backup and VNF backup. We design the model in a
joint way where one PM can provide backup for two PMs. In
this way, the number of PLs (physical links), PMs (physical
machines) and VNFs can be reduced effectively. The VNF
placement problem is known to be NP-hard [12], [13], so
as the VNF placement problem in this paper. Therefore, we
propose an Affinity-Based Algorithm (ABA) to solve this



problem. According to the number of connection PLs between
PMs in the data center networks, the ABA divides PMs into
different levels of affinity groups. By mapping adjacent VNFs
in the same affinity group, communication overhead can be
effectively reduced.

In summary, the main contributions of this paper are sum-
marized as follows:
• We define an availability model that takes both physical

device failures and VNF failures into account. In this
model, we consider the failures of physical device such
as PMs and switches. Although it can make our problem
harder, it closer to reality.

• We propose a novel JPV backup model that jointly
considers both path backup and VNF backup. In this
model, the backup PM which is placed on the backup
path provides backup for two PMs simultaneously. By
providing the sharable backup, JPV model can effectively
reduce the number of PLs, PMs, and VNFs used.

• We design an Affinity-Based Algorithm (ABA) to reduce
PL consumption. The ABA divides PMs into different
levels of affinity groups according to the communication
overhead of PMs. The VNFs are mapped based on the
affinity groups, thereby reducing PL consumption.

The remainder of this paper is organized as follows. In
Section II, we review and discuss the related work. Then
the system model is presented in Section III. In Section IV,
we describe and formulate the VNF placement problem. Our
proposed algorithm is described in Section V. Section VI
evaluates the performance of our proposed solutions. Finally,
we conclude this study in Section VII.

II. RELATED WORK

In this paper, we focus on the VNF placement problem
considering availability guarantee and resource optimization.
Therefore, we focus on the three aspects related to the VNF
placement problem, including the availability model, backup
model, and placement algorithm.

Availability Model The first thing we need in availability
guarantee is the availability model. In [14]–[16], the authors
define an optimal VNF placement problem. They define an
availability model that considers VNF failures. And they
present an algorithm that minimizes resource consumption
while guaranteeing the availability of SFC. Qu et. al. [17] de-
fine an availability model considers VNF failures and optimize
traffic routing in data center networks for the VNF placement
problem. Herker et. al. [18] mention physical device failures
in data center networks, but do not provide a clear availability
model that considers both VNF failures and physical device
failures. Sun et. al. [19] propose an algorithm to ensure
reliability while taking node failures and link failures into
consideration.

We can conclude that most of the existing work focuses
only on VNF failures in the availability model. Different
from the traditional work, we define an availability model
that takes both physical device failures and VNF failures into

consideration. In our proposed availability, it closer to the real
data center networks.

Backup Model Most of the existing work improves avail-
ability by proposing backup models and algorithms. Kang et.
al. [20] study the tradeoff between computational due and
reliability for VNF. Kong et. al. [21] propose a protection
mechanism that combines both VNF replicas and backup path
protection to guarantee the availability of SFC. They combine
path backup and VNF backup for the first time, but it is just
a simple combination of the two backup methods. In [14], the
authors propose a joint protection model that uses one physical
node to provide backup for two physical nodes. However, the
joint protection model only focuses on path backup rather
than combined path backup and VNF backup. Besides, the
joint protection model requires more PLs to enable VNFs to
communicate with each other.

Different from the traditional backup models (e.g., Path
backup model, VNF backup model, Path-VNF backup model,
and Joint Protection backup model), we propose a novel
backup model that combines path backup and VNF backup
in a joint way. In our proposed backup model, one PM
provides backup for two PMs simultaneously. Therefore, the
proposed backup model can achieve higher availability with
less resource consumption.

Placement Algorithm Recently, there are multiple algo-
rithms designed to solve the VNF placement problem in
data center networks. Luizelli et. al. [22] formulate the VNF
placement problem and propose an ILP (Integer Linear Pro-
gramming) model to solve it. Rankothge et. al. [23] propose
a genetic algorithm to solve the resource allocation algorithm
for VNFs. And they [12] present a comprehensive analysis
of two genetic algorithms. Ye et. al. [24] propose solutions
to optimize network configuration and ensure availability.
This approach primarily optimizes topology design rather than
reducing resource consumption. Herker et. al. [18] model
different backup strategies and evaluate them in different data
center topologies. For a given SFC request, they can answer
which data center topology is the most appropriate one to
deploy. However, they are not concerned about how to reduce
resource consumption in a certain data center.

We can observe that most of the existing placement algo-
rithms focus on the VNF placement problem without avail-
ability requirements. In our proposed solutions, we map VNFs
considering not only resource optimization but also availability
guarantee in data center networks.

In summary, most of the existing work focuses on the
availability model, backup model, and placement algorithm.
However, traditional solutions only consider VNF failures
and often ignore physical device failures. And existing work
cannot achieve high availability while optimizing resource
consumption. In this paper, we firstly define an availability
model to take both physical device failures and VNF failures
into consideration. Secondly, we propose JPV backup model
to guarantee availability while reducing resource consumption.
Finally, we design an affinity-based algorithm to efficiently
reduce PL consumption.



Fat-tree

Tree VL2

BCube

...

...

...

...

Fig. 1. Data center network topology.

III. SYSTEM MODEL

In this section, we describe the system model. Firstly, we
introduce the data center network model consisting of four typ-
ical types of architectures. Secondly, we define an availability
model to take both physical device failures and VNF failures
into consideration. Thirdly, we present five backup models and
discuss them in terms of resource optimization and availability
improvement. Finally, we propose an affinity model used in
the placement algorithm.

A. Data Center Network Topology

As Fig. 1 shows, we present four typical types of data center
architectures including Tree, VL2, Fat-tree, and BCube, which
are described in detail in [25].

It is worth mentioning that in the data center architecture,
the PMs can be divided into multiple domains (as the red
dotted line in Fig. 1 shows). The communication overheads
between different domains are different, which we will elab-
orate on the affinity model.

B. Availability Model

In this subsection, we divide the availability into single VNF
(or physical device) availability, component availability and
SFC availability. A component contains physical device and
VNF. And an SFC is composed of several components.

1) Availability of Single VNF (or Physical Device): The
availability is the probability that the system can work properly
during a certain time. Therefore, the status of VNF and phys-
ical device can be divided into Uptime and Downtime, which
can be characterized in terms of Mean Time Between Failures
(MTBF) and Mean Time To Repair (MTTR), respectively. In
this paper, we assume that the failure of each VNF or each
physical device is independent. Therefore, the availability of
VNF (or physical device) can be characterized as follows:

Avp(Ani
) =

Uptime

Uptime+Downtime
=

MTBF

MTBF +MTTR
(1)

where Avp (or Ani
) indicates the availability of VNF (or

physical device).
As Table I shows, we use the three-year failure event logs

[5], [26] in the data center to calculate MTBF and MTTR. The

TABLE I
MTBF FOR PHYSICAL DEVICE IN DATA CENTER.

Physical Device MTBF (hours) MTTR (hours)
Server 0.6667 × 104 - 10.95 × 104 7
ToR switch 14.5 × 104 - 17.52 × 104 2.9
Aggregation switch 8.76 × 104 - 20 × 104 2.1
Core switch 60 × 104 2.1

physical device we focus on includes Intel servers and Cisco
switches.

2) Availability of Component: Network service in NFV can
be accomplished by SFC, which consists of an ordered set of
VNFs. Therefore, we treat the network service request as an
SFC Request (SFCR).

We use SR to indicate the set of SFCRs. Therefore, SRs
= (Ns, Ls, As) indicates the SFCR s. Ns indicates the set of
VNFs in s. And Ls indicates the logical links that used to
connect VNFs. According to the characteristics of network
service, the SFCR has availability requirements, which can be
indicated by As.

Considering the availability of PM, we treat the PM and
VNF running in it as a component ci. Thus, the availability
of the component is:

Aci = Ani
Avp (2)

where Aci is the availability of component i. Ani
is the

availability of PMi, and Avp is the availability of VNFp which
is running in PMi.

As mentioned above, an SFC is composed of an ordered
set of components. The components of SFC are organized in a
sequential or parallel manner. We use Aseq or Apara to indicate
the availability of two components. Aci is the availability of
component i, so is Acj . Then, the availability of the two
components are as follows:

1) Sequential: As for the sequential manner, each component
has to be available at the same time. Therefore, the
availability of the two components is:

Aseq = AciAcj (3)

2) Parallel: The parallel way can be seen as the parallel of
the working path and the backup path. Network traffic is
forwarded in the working path [27]. At least one of the
two paths is available to guarantee the overall availability.
Thus, the availability of the two components is:

Apara = 1− (1−Aci)(1−Acj )

= Aci +Acj −AciAcj
(4)

C. Availability of SFC

In this paper, we define that an SFC consists of several
components. Therefore, using the basic availability models
(Eqs. 2, 3 and 4) mentioned above, we can evaluate the
availability of SFC:

Asfc =

 ∏
ci,cj∈seq

Aseq

 ∏
ci,cj∈para

Apara

 (5)
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Fig. 2. Backup models: a) Path; b) VNF; c) PV; d) JP; e) JPV.

where Asfc indicates the availability of SFC.

D. Backup Model

In this section, we discuss five backup models. Firstly, we
describe the VNF and Path backup models. Then we describe
the PV, JP and JPV backup models that aim at combing
path backup and VNF backup. Finally, we summarize the
availability improvement and resource consumption of the five
backup models.

We use Asfc to indicate the availability of SFC. Ani
, Anj

and Anb
indicate the availability of PMi, PMj and backup

PMb. And Avp , Avq are used to indicate the availability of
VNFp and VNFq . θb indicates the number of redundant VNFs
in PMb, and so is θi and θj .

In this paper, we assume that the availability of VNFp and
VNFq is independent.

1) VNF Backup Model: Fig. 2(a) shows two VNFp running
in PMi. The availability of SFC can be guaranteed by ensuring
that PM is available and at least one of the VNFs in PM is
available. Therefore, the availability of SFC is:

Asfc =
∏

(Ani
(1− (1−Avp)θi)) <

∏
Ani

(6)

The VNF backup model adds backup VNF to improve the
availability of SFC. There are only one VNF cost and no
PL cost in one component. And we can observe that the
availability of SFC is limited by the availability of PM.

2) Path Backup Model: As Fig. 2(b) shows, VNFp is in the
backup path while another VNFp is in the working path. The
availability of SFC can be guaranteed by ensuring that at least
one of the path is available. For example, the working path is
available which means that the PM and VNF in the working
path are all available. Thus, the availability of SFC is:

Ab = Anb
Avp , Ai = AniAvp

Asfc =
∏

(Acb +Aci −AcbAci) <
∏

Avp
(7)

In this model, each component adds a backup path. The
extra resource used contains one VNF and two PLs. We can
conclude that the availability of VNF is the bottleneck.

3) PV Backup Model: From Eq. 6, we can conclude that
the availability of PM is the bottleneck in VNF backup model.
And in Eq. 7, the availability of VNF is the bottleneck.

Therefore, we describe PV (Path-VNF) backup model [21],
as shown in Fig. 2(c). It is a combination of VNF backup
model and Path backup model. One VNFp is in the backup
path and another two VNFp are in the working path. The
SFC is available while at least one of the path is available.
Therefore, the availability of SFC is:

Ab = Anb
(1− (1−Avp)θb)

Ai = Ani
(1− (1−Avp)θi)

Asfc =
∏

(Ab +Ai −AbAi)
(8)

where Ab indicates both PMb and VNFp running in it are
available, so is Ai. In this model, we set θb to 1 by default.

The PV backup model has a higher availability improvement
than VNF backup model and Path backup model. However,
each component adds two PLs and two VNFs, which is more
than the two backup models. With this in mind, we propose a
novel JPV backup model.

4) JP Backup Model: The JP (Joint Protection [14]) backup
model is initially focused on path backup. In this article, we
extend the JP backup model to the path and VNF backup, as
shown in Fig. 2(d).

The difference between JP and JPV is that the former
provides backup for two non-adjacent PMs, and the latter
provides backup for two adjacent PMs. As for the availability
of SFC, the calculation method of JP backup model is the
same as JPV (Joint Path-VNF) backup model, which we will
elaborate later.

For resource consumption, a component of JP adds two
VNFs and two PLs on average, as shown in Fig. 2(d).

5) JPV Backup Model: As Fig. 2(e) shows, we propose
a novel JPV (Joint Path-VNF) backup model to optimize
resource consumption. In this model, we consider three com-
ponents, working component i, j and backup component b.

The availability of SFC can be guaranteed by ensuring that
at least one of the path is available. Therefore, the availability
of SFC is:

Acb = Anb
AvpAvq

Aci = Ani(1− (1−Avp)θi)

Acj = Anj (1− (1−Avq )θj )

Asfc =
∏

(Acb +AciAcj −AcbAciAcj )

(9)

where Acb indicates PMb, VNFp and VNFq running in the
backup component are all available, and so is Aci and Acj .

In our proposed JPV backup model, a component adds two
VNFs and one PL on average, which is better than the JP and
PV backup models.

6) Discussion: In this subsection, we discuss the five
backup models in terms of resource consumption and avail-
ability improvement.

In summary, Table II presents the average resource con-
sumption of the five backup models. We can conclude that



TABLE II
AVERAGE RESOURCE CONSUMPTION OF BACKUP MODELS.

Backup Model VNF Consumption (#) PL Consumption (#)
VNF 1 0
Path 1 2
PV 2 2
JP 2 2
JPV 2 1

VNF and Path backup model have less resource consumption.
However, the availability of VNF and PM is the bottleneck in
the two backup models. Considering the availability improve-
ment, we focus on the PV, JP, and JPV backup models. We can
observe that our proposed JPV has less resource consumption
than PV and JP.

In general, we can reduce PL consumption by using one PM
to provide backup for three or more adjacent PMs. However,
it requires the backup PM to hold more VNFs (three or
even more). If not, it will make the backup model more
complicated. More importantly, availability improvement will
be reduced. Therefore, in this paper, we use one PM to provide
backup for two adjacent PMs.

Then, we analyze the availability of PV (Eq. 8) and JPV
(Eq. 9). For simplicity, we assume Ab = x, Ai = Aj = y in Eqs. 8
and 9. We consider the availability of two components. In this
case, PV backup model needs to calculate Eq. 8 twice, and
JPV backup model only needs to calculate once. Therefore,
the square of Eq. 8 minus Eq. 9 is:

∆ = (x+ y − xy)2 − (y2 + x− xy2)

= (x(x− 1)(y − 1)2)
(10)

From Eq. 10, we can conclude that when x is the maximum
value and y is the minimum value, ∆ achieves the maximum
value. The parameter values (detailed in Section VI-B) can be
found in Table III.

TABLE III
PARAMETER VALUES.

Parameter Value
Avp = Avq [0.99, 0.9999]

Anb = Ani = Anj [0.999, 0.99999]

x = Ab 0.99999 ∗ 0.9999 ∗ 0.9999

y = Ai = Aj 0.999 ∗ (1− (1− 0.99)2)

∆ −2.54 ∗ 10−10

∆ is so small (at the level of 10−10) that can be ignored
under four 9s requirements. Therefore, we can think that PV
and JPV are close in terms of improving availability, and we
will elaborate in Section VI.

E. Affinity Model

As Fig. 3 shows, we use a 3-layer fat-tree [28] data
center topology. The fat-tree topology contains three types
of switches including core switch, aggregation switch, and
edge switch. In a k-ray fat-tree, there are k pods, with k/2
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Fig. 3. Fat-tree topology and cost matrix.

aggregation switches and k/2 edge switches in each pod. And
each pod is connected with (k/2)2 core switches and with
(k/2)2 PMs.

In the data center networks, we use PNr = (Nr, Lr, Sr) to
describe the physical network r. Nr indicates the set of PMs in
physical network. Lr indicates all of the PLs and Sr indicates
the set of total switches.

In previous work [29], VNF is mapped based on affinity and
anti-affinity constraints. In this paper, we propose the affinity
group, which consists of PMs with the same communication
overhead.

In the fat-tree topology, we get the cost matrix based on the
number of PLs between PMs, as shown in Fig. 3. For example,
the number of PLs between PM1 and PM2 is 2, that is, M12

= 2. M can be shown as:

Mij =


0 if i = j

2 if b 2(i−1)k c = b 2(j−1)k c
4 if b 2(i−1)k c 6= b 2(j−1)k c ∧ b 4(i−1)k2 c = b 4(j−1)k2 c
6 if b 4(i−1)k2 c 6= b

4(j−1)
k2 c

(11)
where i, j are the IDs of PMs. The cost matrix M is a function
of k, the total number of ports on each switch. For example,
we compute M12 (i = 1 and j = 2). k is the number of ports
on each switch (k = 4 in a 4-ray fat-tree). Therefore, we can
conclude that M12 = 2 according to Eq. 11.

Based on these features, we divide the PMs into different
levels of affinity groups. For example, we present the affinity
groups of PM1, as shown in Table IV.

Table IV shows the three affinity groups of PM1 with
different costs. Group A consisting of PM2 is the first affinity
group with a cost value of 2. And Group B consisting of PM3
and PM4 is the second affinity group with a cost value of 4.



TABLE IV
AFFINITY GROUPS OF PM1.

Group Cost PMs
A 2 PM2
B 4 PM3, PM4

C 6 PM5, PM6, PM7, PM8, PM9, PM10, PM11,
PM12, PM13, PM14, PM15, PM16

Group C consisting of the remaining PMs is the third affinity
group with a cost value of 6.

Taking into account the affinity groups, two connected
VNFs can be placed in the same affinity group with low-cost
value as much as possible during the VNF placement process.
In this way, the PL consumption can be efficiently reduced.

IV. PROBLEM STATEMENT

In this section, we first provide a simple problem example to
clarify the concepts such as availability model, backup model,
placement method and resource consumption. The second part
of the section is devoted to the mathematical formulation of
the placement problem.

A. Problem Description

Fig. 4 shows two SFC requests (SFCRs). The availability
of VNFs in SFCR1 are 0.95, 0.97, 0.93 and 0.99, which are
selected randomly for this example. The availability of SFC1
is 0.84843 when the availability of PM is ignored. However,
the availability of SFC is 0.84504 when the availability of PM
is assumed to be 0.999 (based on Eqs. 2 and 3). Therefore,
the availability of PM cannot be ignored.

In the SFC1, we provide backup VNF for VNF2 and
backup path for VNF3. We divide SFC1 into four blocks. The
availability of each block is 0.94905, 0.99830, 0.99497 and
0.98901, respectively. Therefore, the availability of SFC1 after
backup is 0.93231. Compared with 0.84504 before backup,
it is a big improvement. Thus, a suitable backup model can
improve availability effectively.

In the fat-tree topology of Fig. 4, VNFs are placed in
PMs. For example, VNF1 in SFC1 is placed in PM1. The
green solid line is the working path of SFC1, that is, 1-29-
22-30-3-30-21-18-23-31-5-31-24-19-26-33-9. The red dotted
line is the backup path: 3-30-21-18-23-32-8-32-24-19-26-33-
9. Therefore, the number of PLs in the working path is 16.
And the backup path is 12. The number of PLs can also be
represented by the cost matrix, that is, C13 + C35 + C59 = 16.
In the cost matrix, 1, 3, 5 and 9 are the IDs of the PMs.

It is worth mentioning the path selection (such as the PLs
in C13), we choose the path by introducing the availability
of switch. We choose the switch with the highest availability
among switches that can be selected. For example, we can
connect Switch21 or Switch22 with Switch29. Because the
availability of Switch22 is higher, we choose to connect
Switch22 and Switch29.

Similarly, the blue solid line is the working path in SFC2
while the orange dotted line is the backup path. The working
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Fig. 4. VNF placement in fat-tree topology.

path in SFC2 is 12-34-26-20-28-35-13-35-27-36-15-36-16,
and the backup path is 13-35-14-35-28-36-16. Therefore, the
number of PLs in the working path is 12 and the backup path
is 6. From this case, we can conclude that different backup
models and placement methods can result in different resource
consumption.

The above case shows the VNF placement problem we
are concerned about. Firstly, we take the failures of both
physical device and VNF into consideration. Secondly, we
adopt the backup models mentioned in Section III-D to meet
the availability requirements. Finally, we use ABA to map
VNFs in the PMs.

In this paper, the components of the working path in SFC
are first mapped to the physical network based on the affinity
model. After that, the backup path is deployed based on the
backup model and affinity model to guarantee availability and
reduce resource optimization.

B. Problem Formulation

In this subsection, we formulate the VNF placement prob-
lem in data center networks. Table V shows the basic notations
used in this paper.

In this paper, we focus on availability guarantee and
resource consumption. Thus, we first meet the availability
requirements of SFCR. As we mentioned in Section III, the
SFC is divided into several components in the backup model.
Therefore, the availability constraints are:

|Cr|∏
i=1

Asci ≥ A
s (12)

Then we describe the resource consumption. First, we use



TABLE V
BASIC NOTATIONS USED THROUGHOUT THIS PAPER.

Symbol Definition

Network

Nr = {nr1, nr2 . . .} the set of PMs in network r.
Lr = {lr1, lr2 . . .} the set of PLs in network r.
Cr = {cr1, cr2 . . .} the set of components in network r.
nr
i , n

r
j two PMs in network r.

lrij = (nr
i , n

r
j ) the PLs between nr

i and nr
j .

SFC

SR the set of SFCRs, s ∈ SR is an SFCR.
V s = {vs1, vs2 . . .} the set of VNFs in SFC s.
Ls = {ls1, ls2 . . .} the set of logical links in SFC s.
vsp, v

s
q two VNFs in SFC s.

lspq = (vsp, v
s
q) the logical links between vsp and vsq .

As the availability requirements of SFC s.
As

ci
the availability of component ci in SFC s.

Resource

cpuvs
p

the CPU consumption of vsp.

memvs
p

the memory consumption of vsp.

bw(vs
p,v

s
q)

the bandwidth consumption between vsp and vsq .

Ccpu
nr
i

the CPU capacity of nr
i .

Cmem
nr
i

the memory capacity of nr
i .

Cbw
(nr

i ,n
r
j )

the bandwidth capacity between nr
i and nr

j .

Matrices

D(nr
i ,n

r
j )

the connection matrix.

M(nr
i ,n

r
j )

the cost matrix.

Variables

αvs
p→nr

i
whether vsp mapped in nr

i .

βlspq→lrij
whether logical link lspq mapped in PL lrij .

αvsp→nr
i

to describe whether VNF vsp is mapped in PM nri :

αvsp→nr
i

=

{
1 if vsp is mapped innri

0 otherwise
(13)

We take CPU, memory and bandwidth constraints into
consideration. In detail, the resource requirements of all VNFs
placed in the same PM cannot exceed the resource capacity
of this PM. So the constraints of CPU are:

|SR|∑
s=1

|V s|∑
vp=1

cpuvsp · αvsp→nr
i
≤ Ccpunr

i
(14)

Similar to CPU, we formulate the memory constraints as:

|SR|∑
s=1

|V s|∑
vp=1

memvsp
· αvsp→nr

i
≤ Cmemnr

i
(15)

Then we use βlspq→lrij to describe that whether logical link
lspq is mapped in PL lrij :

βlspq→lrij =

{
1 if lspq is mapped in lrij

0 otherwise
(16)

The consumption of the PL is mainly bandwidth, so the
bandwidth consumption of the logical links placed on the same
PL cannot exceed the capacity of this PL. Thus, the bandwidth
constraints are:

|SR|∑
s=1

|Ls|∑
lpq=1

bwlspq · βlspq→lrij ≤ C
bw
lrij

(17)

C. Objectives

In this paper, we focus on resource optimization such as
PM and PL consumption. As we discussed in Section IV-A,
different backup models and placement algorithms can result
in different resource consumption, especially PL consumption.
Therefore, our target is to reduce PL consumption, indicated
as PL cost.

We define a connection matrix D to describe whether two
PMs (such as nri and nrj ) running VNFs are connected. D is
as follows:

Dij =

{
1 if nri is connected tonrj

0 otherwise
(18)

In Section III-E, we define a cost matrix M to indicate
the number of PLs between two PMs. Therefore, the PL cost
between two PMs can be indicated as:

min sum(DM),

s.t. Eq. 12 to Eq. 18.
(19)

where the sum function is used to calculate the sum of all the
elements of the matrix.

In this paper, we aim to find a trade-off solution between
availability guarantee and resource optimization. In Section
III-D, we propose the JPV backup model to improve avail-
ability. However, PM and PL costs increase as availability
increases. Therefore, we propose ABA (Affinity-Based Algo-
rithm) to reduce PL cost.

V. PROPOSED ALGORITHM

In this section, we describe the ABA, which consists of two
stages: the mapping stage and the backup stage.

A. Framework of ABA

As we mentioned before, the SFC consists of an ordered
set of VNFs. In our proposed algorithm, we sequentially map
each VNF in the SFCRs. In ABA, there is a mapping stage
and a backup stage. The former is responsible for mapping
the working SFC based on affinity groups. The latter aims to
provide backup for the working SFC based on the availability
requirements and backup models.

Firstly, in the mapping stage, we map VNFs to the physical
network. We treat SFCRs one at a time as they arrive. After



mapping an SFCR, the algorithm will update the current
network status. Then start processing the next SFCR. We
traverse all VNFs in SFC until all of them are mapped to
the physical network. For each VNF, we check whether the
PM can hold this VNF. If so, map VNF to this PM. Otherwise,
find another PM for this VNF. Then, we can map SFC to the
physical network. However, it is a difficult problem on how to
find another suitable PM when the previous PM cannot hold
the VNF. In this stage, we map VNFs based on affinity groups,
thereby reducing PL cost.

Secondly, in the backup stage, we evaluate the availability
of SFC and provide backup for VNFs. We use the proposed
availability model to evaluate the availability of SFC. Then,
we provide backup for VNFs until the availability of SFC
can meet the availability requirements. Therefore, the backup
model is a key technology in this stage. The traditional backup
model simply provides backup for VNF and path resulting in
high resource consumption. In this stage, we propose the JPV
backup model in which a component can provide backup for
two components to reduce PM cost and PL cost.

B. Mapping Stage

Algorithm 1: Mapping Stage
Input: The SFC request s: SRs = (Ns, Ls, As);

The physical network r: PNr = (Nr, Lr, Sr);
Output: The mapping result: MSres;

1 Initialize: The initial mapping data: MSres = ∅;
The initial physical machine: PMinit = Nr.GetOne();
The initial status of mapping: S = false;

2 foreach VNFp in Ns do
3 Set the status of mapping to false, S = false;
4 Gpm = PMinit.GetGroup();
5 foreach PMi in Gpm do
6 if PMi can hold VNFp then
7 Add PMi, VNFp and the number of VNFp

to MSres;
8 Select the PLs between PMi and the

previous PMi−1 and add them into MSres;
9 Set the status of mapping to true: S = true;

10 break;
11 end
12 end
13 if S is false then
14 MSres = ∅;
15 break;
16 end
17 end
18 return MSres;

In Algorithm 1, we describe the mapping stage, which is
responsible for mapping SFC to physical data center network.

The input of this algorithm is SFCR and physical network.
We define the mapping result as a triple: MSres(PMres,
VNFres, PLres). The PMres is the set of PMs, and the VNFres

consists of VNF and the number of redundant VNFs. The
PLres consists of PLs between PM and the previous PM. For
example, two VNF1 and one VNF2 are mapped to PM1 while
one VNF3 is mapped to PM2. The PLs between PM1 and
PM2 are 1-29-2. The MSres adds two results: (PM1, ((VNF1,
2), (VNF2, 1)), ()) and (PM2, ((VNF3, 1)), (1-29-2)).

In the initial state, we randomly get a PM from Nr as
PMinit. At line 2 in Algorithm 1, VNFs in SFCR can be
mapped to PMs. For each VNF, a PM group Gpm is provided
for mapping (line 4 in Algorithm 1). The Gpm is generated
according to the affinity model (mentioned in Section III-E),
which will be described in detail in Function 1. At line 5 in
Algorithm 1, the algorithm traverses the entire Gpm until there
is a PM that can be mapped. If the VNF can be successfully
mapped, we add the mapping information into MSres (line 7-8
in Algorithm 1). After these operations, the traversal will be
exited (line 10 in Algorithm 1) and the mapping of the next
VNF will start.

However, the task will fail as long as one of the VNFs can-
not be successfully mapped to PM. Therefore, we define the
mapping status S to indicate whether the VNF is successfully
mapped. At line 3 in Algorithm 1, we set S to false before
mapping a VNF. If this VNF is successfully mapped, we set S
to true. Then at lines 13-16 in Algorithm 1, S will be judged
before mapping of next VNF. If S is false, the task fails to
exit.

Function 1: GetGroup() Function
Input: The physical machine: PMi;
Output: The physical machine affinity group: Gpm;

1 Initialize: Get all PMs from PNr(Nr, Lr, Sr): Nr;
2 foreach PMj in Nr do
3 if PMj is empty then
4 if b 2(i−1)k c = b 2(j−1)k c then
5 Add PMj to affinity group Ga;
6 end
7 else if b 4(i−1)k2 c = b 4(j−1)k2 c then
8 Add PMj to affinity group Gb;
9 end

10 else if b 4(i−1)k2 c 6= b
4(j−1)
k2 c then

11 Add PMj to affinity group Gc;
12 end
13 else
14 Add PMj to affinity group Gd;
15 end
16 end
17 else
18 Add PMj to affinity group Gd;
19 end
20 end
21 Add Ga, Gb, Gc and Gd to Gpm in order;
22 return Gpm;

The details on how to generate the Gpm are shown in
GetGroup() Function. This function is designed to generate



the affinity groups of a PM, so the input of this function is a
specific PM and the output is Gpm.

In this function, we divide all PMs into four groups. Groups
A, B, and C are divided according to the affinity model in
Section III-E (line 4-12 in Function 1). Group D contains the
remaining PMs, including PMs that already contain VNF and
the others (line 13-19 in Function 1). At line 21 in Function 1,
the four groups A, B, C, and D are added into Gpm in order.

In Function 1, we propose the concept of the affinity group.
In the mapping stage, the numbers of PLs used between two
PMs can be reduced effectively by using affinity groups.

C. Backup Stage

In Algorithm 2, we describe the backup stage, which is
designed to meet the availability requirements of SFC.

At the backup stage, we use the same triple as the mapping
stage, indicated as BSres, to record the backup results. In the
initial state, we assign the MSres in the mapping stage to BSres
(line 1 in Algorithm 2).

Then, we evaluate the availability of SFC by using Eqs. 2
and 12 (line 2 in Algorithm 2). If the availability of SFC is
not less than the availability requirements, the SFC meets the
requirements and backup stage ends (line 3-5 in Algorithm
2). However, the availability of SFC often does not meet the
requirements, so the backup process is required (line 6-22 in
Algorithm 2).

During the backup process, we use the JPV backup model
presented in Section III-D. At line 7 in Algorithm 2, we
provide backup for two VNFs each time, repeating the above
operations until the availability meets the requirements. Simi-
larly, we first get the PM running VNF and then use Function
1 to generate the affinity groups of this PM (line 8-9 in
Algorithm 2). At line 11 in Algorithm 2, the backup VNFs
that need to be provided are mapped according to the affinity
groups. If the VNFs can be successfully mapped, we add the
backup information (such as PM, VNFs, the number of VNFs
and the PLs used) into the BSres (line 12-13 in Algorithm
2). Then, the backup of two VNFs is finished (line 14 in
Algorithm 2).

After providing backup, we need to update the availability of
SFC according to Eq. 9 in Section IV-C (line 17 in Algorithm
2). If the availability meets the requirements, the algorithm
exits successfully (line 18-20 in Algorithm 2). Otherwise, the
backup operation of the next two VNFs starts.

However, the availability of SFC may still not meet avail-
ability requirements even though we provide all backup (lines
26-28 in Algorithm 2). At line 27 in Algorithm 2, the algorithm
returns the availability of SFC and asks whether the availability
requirements can be reduced.

During the backup stage, we propose the JPV backup
model to increase availability with less resource. Similarly,
we map the backup VNFs based on affinity groups, reducing
the number of PLs used.

Algorithm 2: Backup Stage
Input: The SFC request s: SRs = (Ns, Ls, As);

The physical network r: PNr = (Nr, Lr, Sr);
Output: The backup result: BSres;

1 Initialize: The initial backup data: BSres = MSres;

2

{
Asci = Asni

Arvp
Asfc =

∏
Asci

3 if Asfc ≥ As then
4 return BSres;
5 end
6 else
7 foreach VNFp and VNFq in Ns do
8 Get the PM that VNFp runs on, indicated as

PMp;
9 Gpm = PMp.GetGroup();

10 foreach PMb in Gpm do
11 if PMb can hold VNFp and VNFq then
12 Add PMb, VNFp, VNFp, number of

VNFp and VNFq to BSres;
13 Select the PLs between PMb and the

previous PMb−1, and the PLs between
PMb and the next PMb+1. Then, add
them into BSres;

14 break;
15 end
16 end

17


Ab = Anb

AvpAvq
Ai = Ani(1− (1−Avp)θi)
Aj = Anj (1− (1−Avq )θj )
Ac = 1− (1−Ab)(1−AiAj)
Asfc =

∏
Asci

18 if Asfc ≥ As then
19 return BSres;
20 end
21 end
22 end
23 if Asfc ≥ As then
24 return BSres;
25 end
26 else
27 Return Asfc and ask whether As can be reduced;
28 end

D. Complexity Analysis

In this subsection, we give a detailed time complexity
analysis of ABA. We introduce two variables, δ and η, which
are the number of mapped VNFs and the number of PMs.

Since both Algorithms 1 and 2 call Function 1, we first
consider the time complexity of Function 1. For Function 1,
the foreach (line 2 in Function 1) runs η times, and line 21 in
Function 1 also runs η times. Thus, the total time complexity
of Function 1 is:

η + η = 2η (20)



We can observe that the time complexity of Function 1 is
at the level of O(η).

In Algorithm 1, the foreach (line 2 in Algorithm 1) runs
δ times. Then the Algorithm 1 calls the GetGroup() Function
(line 4 in Algorithm 1). At line 5 in Algorithm 1, another
foreach runs η times. Therefore, the time complexity of
Algorithm 1 is:

δ · (2η + η) = 3δη (21)

We can conclude that the time complexity of Algorithm 1
is at the level of O(δη).

In Algorithm 2, the calculation of availability runs δ times
(line 2 in Algorithm 2). At line 7 in Algorithm 2, each
time it selects two VNFs, so it runs δ/2 times. Then the
algorithm calls the GetGroup() Function (line 9 in Algorithm
2). At line 10 in Algorithm 2, the foreach runs η times. Then
update the availability of SFC, which runs δ/2 times (line
17 in Algorithm2). Therefore, the total time complexity of
Algorithm 2 is:

δ +
δ

2
· (2η + η +

δ

2
) = δ +

3

2
δη +

δ2

4
(22)

It can be seen that the time complexity of Algorithm 2 is
at the level of O(δ(δ + η)).

In general, Eqs. 21 and 22 indicate the time complexity of
Algorithms 1 and 2. Therefore, the total time complexity of
ABA is at the level of O(δ(δ + η)).

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
JPV backup model and ABA in detail.

A. Comparison of Backup Models and Placement Algorithms

1) Backup Models: We compare JPV backup model with
VNF, Path, PV and JP backup models (described in Section
III-D).
• VNF backup model is designed to provide backup VNFs

for working VNFs.
• Path backup model is responsible for providing backup

paths for working paths.
• PV (Path-VNF) [21] backup model is a simple combina-

tion of Path backup model and VNF backup model.
• JP (Joint Protection) [14] backup model combines path

backup and VNF backup. It provides backup for two non-
adjacent PMs.

• JPV (Joint Path-VNF) backup model also combines path
backup and VNF backup. Different from JP backup
model, JPV backup model provides backup for two
adjacent PMs.

2) Placement Algorithms: We compare ABA with Heuristic
and LVSCP. And we keep RBA as the baseline.
• Heuristic [15] formulates the SFC mapping problem as an

ILP (Integer Linear Programming) model. And Heuristic
provides an optimal iterative heuristic solution to map
each SFC request. This algorithm calculates the optimal
placement position before mapping each VNF. Therefore,

the placement of each VNF in the current network state
is the optimal solution.

• LVSCP (Local VNF Service Chain Placement) [18] aims
to keep all the VNFs as close as possible with redundancy
and location constraints.

• RBA (Random-Based Algorithm) maps each VNF ran-
domly.

• ABA (Affinity-Based Algorithm) maps each VNF based
on the affinity model.

We run each of the four algorithms with backup model for
100 times. All of the data are the average results and almost
unaffected by accidental events.

B. Evaluation Setup

We evaluate the backup models and placement algorithms
using a laptop of windows 10 with 2.2GHz Intel Core i5
processor and 8GB memory. We implement the models and
algorithms in Java based on Alevin [13], a widely used
environment for NFV resource allocation. The Alevin uses
Barabasi-Albert generator to generate random network topolo-
gies. In this paper, we develop a generator that generates
fat-tree network topologies based on Alevin. Here are the
parameters of the models and algorithms.

1) SFC Request: In this paper, we map SFCR one by one.
After each SFCR is deployed, the state of the network changes.
Therefore, we update the current network state before mapping
each SFCR. Each SFCR consists of two to six VNFs. The
flow in SFCR is controlled by SDN controller [30]. Each
VNF can provide one network function and requires three
types of physical resource. There are eight types of VNFs
with availability between [0.99, 0.9999]. The logical link has
a bandwidth demand between [10, 30]. And the computing
and storage requirements are between [10, 20] and [5, 10],
respectively. By referring to Google Apps [31] and other
literature [16], [21], we divide SFC availability requirements
into four levels among {0.99, 0.999, 0.9999, 0.99999}.

2) Fat-Tree Topology: As we described, all of the four
typical types of data center architectures can be divided into
multiple domains. Therefore, in this paper, we use a 3-layer
fat-tree topology as an example [28]. As we discussed in
Section III, the size of fat-tree is determined by the number
of ports in the switches. In this evaluation, we set the default
value of k to 8. Therefore, in an 8-ray fat-tree topology, there
are 16 core switches, 128 PMs and 8 pods, with 4 aggregation
switches, 4 edge switches in each pod.

3) Physical Device: Each PM contains three types of
resource including computing, memory, and bandwidth, with
the capacity between [80, 100]. In Section III, we propose an
availability model that considers both physical device failures
and VNF failures. In this evaluation, we refer to the data of
Cisco switches and Intel servers to determine the availability
of physical device, as shown in Table 1. Thus, the availability
of switches is distributed within [0.9999, 0.99999], and the
availability of PMs is distributed within [0.999, 0.99999].
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Fig. 5. Performance improvement: a) Acceptance ratio; b) Max availability.

4) Network Traffic: In the data center network, traffic
changes over time. In [32], the authors develop four programs
to model the gathered data and generate the required data. By
referring to this well-known data-generation model. In this
paper, we use traffic matrix tracking to generate time-varying
traffic for the data center network [33].

As network traffic can change dynamically over time, scal-
ing in/out becomes a challenging problem remaining to be
solved [34]. Most of the existing work formulates the problem
as ILP (Integer Linear Programming). However, ILP requires a
long time to find an optimal solution. Therefore, in this paper,
we are going to accommodate scaling in/out requirements by
using a genetic algorithm [35].

C. Availability Guarantee

In this subsection, we focus on the availability guarantee.
We evaluate the JPV backup model and compare it with VNF,
Path, PV and JP backup models. First, we evaluate the per-
formance improvement of backup models, such as acceptance
ratio and maximum availability that can be achieved. Then we
compare the resource consumption of these backup models,
including the number of VNFs and PMs used.

1) Performance Improvement: As described in Section III,
JP and JPV are the same in terms of performance improvement
including acceptance ratio and maximum availability.

We evaluate the acceptance ratio of five backup models
under ABA, as shown in Fig. 5(a). When the availability
requirements are two 9s, all of the backup models are close to
1. When three 9s, the four backup models are close to 1 while
VNF backup model is 0. It means that VNF backup model
does not meet three 9s. Similarly, Path backup model does
not satisfy four 9s. For the five 9s, the acceptance ratios of JP
and JPV are 0.03, while PV is 0.04. In this case, we can think
that PV, JP, and JPV cannot meet five 9s. In summary, JPV
and PV backup models perform the same and outperform than
VNF and Path backup models in terms of acceptance ratio.

As Fig. 5(b) shows, we are concerned with the average
results. The maximum availability of VNF backup model is
0.9967, which satisfies two 9s. For ease of observation, data
of VNF backup model does not appear in Fig. 5(b). The
Path backup model is 0.99976, which satisfies three 9s. The
availability of PV is 0.999973 while JP and JPV are 0.999967.
We can conclude that PV, JP, and JPV can meet four 9s. It
shows that the impact of ∆ (mentioned in Section III) between
PV and JPV on availability can be ignored.
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Fig. 6. Resource consumption: a) PM cost; b) VNF cost.

In summary, our proposed JPV backup model is superior
to other backup models in terms of performance improvement
(i.e., high acceptance ratio and high availability).

2) Resource Consumption: We evaluate resource consump-
tion including PM and VNF cost. As we described in Section
III-D, the extended JP and JPV are the same in terms of PM
cost and VNF cost.

The PM cost means the number of PMs used, as shown
in Fig. 6(a). We can observe that the PM costs of Path and
PV are close, and they are higher than JPV under the same
availability requirements. This proves that a backup model
that one component provides backup for two components can
efficiently reduce PM cost. As the availability requirements
increase, the PM cost of the backup model increases, but it
is not obvious. It shows that all backup models require more
PMs to achieve higher availability.

Fig. 6(b) shows the number of VNFs used in the five backup
models. We can observe that the VNF cost of PV and JPV
is higher than VNF and Path. It means that PV and JPV
backup models use more redundant VNFs to achieve higher
availability. However, compared with PV backup model, the
VNF cost of JPV is significantly lower in the case of two 9s
to four 9s. It proves that our proposed JPV backup model is
superior to PV backup models in VNF cost, as we mentioned
in Section III. However, in the case of five nines, the VNF
costs of PV and JPV are close. It means that in the case of
five 9s, both PV and JPV provide all redundant VNFs. As we
mentioned in Section III, the VNF costs of PV and JPV are
the same when all redundant VNFs are provided.

To improve availability, we prefer to use PV, JP, and JPV
backup models. As Figs. 6(a) and 6(b) show, JP and JPV
backup models perform the same and outperform PV backup
model in terms of PM cost and PL cost.

D. PL Cost

In this subsection, we first analyze the impact of backup
model and mapping algorithm on the PL cost separately. Then
we comprehensively analyze the performance of JPV backup
model with ABA.

1) Backup Model: In this subsection, we evaluate the PL
costs of five backup models under RBA (Random-Based
Algorithm) and ABA (Affinity-Based Algorithm).

Fig. 7(a) shows the PL costs of five backup models under
RBA. First, we can observe that the PL cost of each backup
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Fig. 7. PL cost: a) PL cost in RBA; b) PL cost in ABA.

model under different availability requirements has remained
essentially unchanged. Then, we can conclude that the VNF
backup model has the lowest PL cost because it does not use
additional PLs. The Path, PV and JP backup models have
the same PL cost and are the highest. For our proposed JPV
backup model, the PL cost is significantly lower than Path,
PV and JP backup models. It is consistent with our discussion
about resource consumption (Table II) in Section III.

As Fig. 7(b) shows, we evaluate the PL costs of five backup
models under ABA. For the VNF backup model, there is no PL
cost during the backup stage, so the PL cost is the same under
different availability requirements. However, in the other four
backup models, the PL costs tend to increase as availability
requirements increase. It means that the backup model needs
to use more resource when the availability requirements are
higher. For the PL cost, VNF is the lowest, and Path and PV
are the same and highest. JP reduces the PL cost compared
with Path and PV. However, in ABA, we cannot attribute all
optimization of the PL cost to backup models.

In general, we can conclude from Figs. 7(a) and 7(b) that
both backup model and mapping algorithm have an impact
on PL cost. Our proposed JPV backup model is significantly
better than JP backup model since it does not reduce the PL
cost in RBA. The optimized performance of JP under ABA is
only half of that of JPV. Fig. 7(a) shows the PL cost in RBA,
thus removing the impact of ABA on PL cost. From Fig. 7(a),
we can confirm the superiority of providing backup for two
consecutive components in JPV. We can conclude that JPV
backup model can reduce the PL cost by 40% compared with
Path and PV backup models.

2) Mapping Algorithm: In this subsection, we discuss the
impact of the mapping algorithm on PL cost. We evaluate the
performance of the mapping algorithm for different numbers
of PMs and availability requirements.

Fig. 8(a) shows the PL costs in RBA and Heuristic do not
change substantially at different numbers of PMs. However,
the PL costs in ABA and LVSCP are sensitive to the number
of PMs. The more PMs in the topology, the lower PL cost.
It means that the more PMs, the more PMs in each affinity
group. This makes it easier to find PMs in the same affinity
group, so the PL cost is reduced. This also explains why the
PL cost of ABA is significantly higher than the others when
the number of PM is 16. We can also observe that the order
of effects of reducing the PL costs is ABA, Heuristic, LVSCP,

(a) PL Cost with Different Number of PMs (b) PL Cost with Different Availability Levels 
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Fig. 8. PL cost: a) Different numbers of PMs; b) Different availability levels.

and RBA. It is worth mentioning that although the Heuristic is
an optimal iterative algorithm. However, it can get the optimal
solution of each VNF in the current network state rather than
the overall most optimal solution.

Similarly, the PL costs of RBA and Heuristic are not
sensitive to the availability levels, as shown in Fig. 8(b).
In ABA and LVSCP, the PL costs increase as availability
requirements increase. It means that the backup model uses
more resource to guarantee higher availability. Therefore, the
PL cost increases as the availability requirements increase.
From Fig. 8(b), we can observe that the lower the availability
requirements, the more obvious impact of ABA on reducing
the PL cost. We can conclude that ABA has the best effect
on reducing the PL cost, followed by Heuristic, then LVSCP,
and finally RBA.

In summary, we can conclude that both the number of PMs
and availability requirements have an impact on ABA and
LVSCP. Figs. 8(a) and 8(b) show that our proposed ABA
solution performs better than Heuristic, LVSCP, and RBA in
reducing the PL cost.

3) Backup Model and Mapping Algorithm: In this sub-
section, we evaluate the impact of both backup model and
mapping algorithm on the PL cost. We evaluate the PL costs
of the five backup models under ABA and RBA with different
availability requirements.

As Fig. 9(a) shows, VNF backup model only has data
under two 9s requirements, which means that VNF backup
model only satisfies two 9s. Similarly, we can conclude that
JPV backup model is superior to VNF, Path, and PV backup
models in terms of maximum availability. As Figs. 9(a) to
9(e) show, the PL cost of VNF backup model is the lowest
compared with the other four backup models. In addition to
VNF backup model, the PL cost of JPV model is lower than
the other three backup models, whether under ABA or RBA.
It demonstrates that compared with Path, PV and JP backup
models, our proposed JPV backup model performs best in
optimizing the PL cost.

As shown in Figs. 9(a) to 9(e), under RBA, the curves
under different availability requirements overlap. It means that
although the availability requirements are different, the PL cost
of each backup model is unchanged. The PL cost increases
slowly as the number of PMs increases. However, under ABA,
when the availability requirements are different, the PL cost
of each algorithm is different. The PL cost decreases as the
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number of PMs increases. In each backup model, the PL cost
of ABA is significantly lower than RBA.

In summary, as Figs. 9(a) to 9(e) show, ABA can effec-
tively reduce the PL cost. Both availability requirements and
the number of PMs have an impact on the performance of
ABA. We can also conclude that there is a trade-off between
availability guarantee and resource optimization. Therefore,
we propose ABA to reduce the PL cost. Compared with RBA,
ABA can effectively reduce the PL cost. In order to improve
availability, we can use a more efficient backup model. For
PL cost, we can use a better mapping algorithm and reduce
the availability requirements.

4) Execution Time: Fig. 9(f) shows the execution time of
ABA and RBA with different numbers of PMs. We can observe
that ABA runs faster than RBA at the same number of PMs,
although it is not obvious. As the number of PMs increases, the
execution times of the two algorithms also increase. It means
that as the number of PMs increases, the longer it takes to
find a PM that can be mapped.

VII. CONCLUSION

This paper addresses the VNF placement problem in data
center networks considering availability guarantee and re-
source optimization. We define an availability model that
takes both physical device failures and VNF failures into
consideration. We propose a JPV backup model to improve the
availability of SFC. And we design ABA to reduce resource

consumption. The evaluation results show that our proposed
JPV backup model can achieve higher availability with less
resource. And ABA can efficiently reduce PL cost.

However, there are still some limitations in our work. Firstly,
we evaluate our solutions in the simulation environment.
We do not implement the backup models and placement
algorithms in a real NFV platform. Secondly, there are more
requirements and constraints needed to be involved. Conse-
quently, our future work will focus on the above aspects.
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